Spatial Signaling in the
Development and Function of
Neural Connections

In the vertebrate central nervous system, afferent axons
find their appropriate target structures under the influ-
ence of local environmental cues. In many target regions,
appropriate patterns of activity in the afferents are also
required to establish normal mappings hetween the
source cells and the target region. Specific mappings
arise in these targets because temporal contiguity in
firing is somehow transformed into spatial contiguity of
synaptic contacts. In this article, we propose a theory
that utilizes the covariance of a transient diffusive signal
produced at active synapses with the firing of presyn-
aptic axon terminals to account for many of these ac-
tivity-dependent features of vertebrate neuroanatomy.
Computer simulations of the growth of axons within a
three-dimensional volume of neural tissue reveal the
generality of the proposed mechanism in accounting for
the self-organization of a broad range of diverse neu-
roanatomical structures, including those in the cerebral
cortex. The proposed mechanism is consistent with de-
tailed anatomical and physiological data, and direct ex-
perimental tests of predictions of the theory are sug-
gested.
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The complex connectivity of the CNS of vertebrates
is largely established during embryonic and early
postnatal development. How this comes about re-
mains one of the major unanswered questions in neu-
robiology. Within a remarkably brief period of time,
large numbers of neurons differentiate, migrate to cor-
rect anatomical locations, and project processes that
make thousands of contacts with appropriate targets
(Cowan, 1978; Jacobson, 1978; Purves and Lichtman,
1985). For a number of reasons, it appears that the
exact details of this connectivity cannot be solely the
result of detailed genetic prespecification (Changeux
and Danchin, 1976; Edelman, 1987). For example, it
has been demonstrated that the CNS will adapt to
environmental or experimental perturbations by
forming abnormal but nevertheless functional neu-
roanatomy (Sperry, 1943a,b; Hubel and Wiesel, 1965,
1970; Van der Loos and Woolsey, 1973; Pettigrew,
1974; Rakic, 1976; Constantine-Paton and Law, 1978;
Shatz and Stryker, 1978; LeVay et al., 1980; Frost and
Metin, 1985; Sur et al., 1988). Moreover, experimental
data suggest that the epigenetic development of spe-
cific connectivity in the CNS initially requires a series
of local cues that permit axons to reach the appro-
priate target regions (Bonhoeffer and Huff, 1985; Dodd
and Jessel, 1988; Stuermer, 1988; Harris, 1989; Harris
and Holt, 1990; Sretavan, 1990).

In many regions, after reaching the target area,
activity-dependent signals are then required for these
axons to establish appropriate, refined connections
(for reviews, see Sherman and Spear, 1982; Udin and
Fawcett, 1988; Constantine-Paton et al., 1990). Many
elegant experiments over the last 25 years have shown
that specific temporal patterns of neural activity are
required to permit appropriate and specific spatial
patterns of synaptic connections to form during de-
velopment (Hubel and Wiesel, 1965, 1970; Rakic, 1976;
Hubel et al., 1977; Constantine-Paton and Law, 1978;
Shatz and Stryker, 1978, 1988; Schmidt and Eisele,
1985; Dubin et al., 1986; Stryker and Harris, 1986;
Reiter and Stryker, 1988). For example, mappings from
peripheral sensory structures to central structures in
the thalamus, cerebral cortex, and tectum all require
appropriate specific patterns of neural activity to form,
to function normally, and to reorganize after pertur-
bations (thalamus: Dubin et al., 1986; Garraghty et
al., 1988; Shatz and Stryker, 1988; Sretavan et al., 1988;
cerebral cortex: Hubel and Wiesel, 1965, 1970; Van
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der Loos and Woolsey, 1973; Woolsey and Wann, 1976;
Hubel et al., 1977; Van der Loos and Dorfl, 1978; Rak-
ic, 1981; Stryker and Harris, 1986; Dawson and Kil-
lackey, 1987; Swindale, 1988; Metin and Frost, 1989;
tectum: Meyer, 1982; Reh and Constantine-Paton, 1985;
Schmidt and Eisele, 1985; Cook, 1987; reorganization
of mappings: Merzenich etal., 1985; Clark et al., 1988;
Kaas et al., 1990).

The results of all these experiments raise the pos-
sibility that there is some general mechanism by which
patterns of neural activity guide the development of
neural connectivity. Two generalizations have
emerged from the study of such activity-dependent
processes: (1) In a local volume of neural tissue, axon
terminals that tend to fire together terminate into
common spatial domains, and axons that tend not to
fire together segregate into separate spatial domains.
In other words, within a population of axons inner-
vating a common local region, temporal contiguity in
firing is somehow transformed into spatial contiguity
of synaptic contacts. (2) Some kind of postsynaptic
response is necessary for synaptic plasticity and ap-
propriate segregation to occur (Rauschecker and
Singer, 1979; Cline et al., 1987; Fregnac and Imbert,
1984; Reiter et al., 1986; Kleinschmidt et al., 1987;
Fregnac et al., 1988; Reiter and Stryker, 1988; Bear et
al., 1990; Schmidt, 1990). Evidence suggests that,
though it is not necessary that the postsynaptic cell
actually fire to induce synaptic plasticity appropriate
for segregation, local responses within the dendritic
arbors of these cells are required (Reiter and Stryker,
1988; Bear et al., 1990). Moreover, various experi-
ments have demonstrated that, in some systems, ac-
tivation of NMDA receptors is required for such seg-
regation to occur (Cline et al., 1987; Artolaand Singer,
1987, 1990; Kleinschmidt et al., 1987; Scherer and
Udin, 1989; Bear et al., 1990; Cline and Constantine-
Paton, 1990; Schmidt, 1990).

Given that axonal terminals segregate into separate
spatial domains based upon their activity patterns,
some form of spatial signaling must occur that effec-
tively communicates the temporal patterns of synaptic
activity in a local volume to the presynaptic terminals
innervating that volume. If this were not the case,
axon terminals could not be excluded from the local
volume on the basis of their firing patterns.

In this article, we present a theory in which we
propose that spatial signaling occurs via a short-lived,
rapidly diffusing substance. This mechanism appears
to be sufficient to generate a variety of anatomical
structures similar to those found in the vertebrate
neocortex and thalamus. We compare this mechanism
to previously proposed models and then provide de-
tailed demonstrations of its efficacy by means of com-
puter simulations of neuropil development.

Previous Proposals

Two mechanisms of spatial signaling have previously
been explicitly or implicitly presumed to operate;
alone or in combination, these could communicate
presynaptic activity patterns throughout a local target
region of neural tissue.
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First, the patterns of activity in the afferent axons
might be communicated throughout the region by
axons originating in postsynaptic cells located in the
target region (Fig. 14; Pearson et al., 1987). Com-
petition among the axonal terminals could then be
mediated by signals produced by and communicated
within individual dendritic arbors (heterosynaptic
signals). Those synapses that fired at the right time
in the right place would be stabilized, and those that
did not would be removed in a2 manner consistent
with a form of eliminative selection (Changeux etal.,
1973; Changeux and Danchin, 1976; discussed in Ed-
elman, 1987). By utilizing synchronous activity in axon
collaterals, this model permits communication be-
tween distinct dendritic arbors that are nonoverlap-
ping and are not necessarily covered by the same
afferent axonal arbors (Finkel and Edelman, 1987). It
is important to note that this model requires the firing
of the postsynaptic neurons in order to effect spatial
signaling. Recent work suggests, however, that pro-
duction of action potentials by postsynaptic cells may
not be required in some systems for appropriate seg-
regation of afferents during development (Raus-
checker and Singer, 1979; Fregnac and Imbert, 1984;
Cline et al., 1987; Kleinschmidt et al., 1987; Fregnac
et al., 1988; Reiter and Stryker, 1988; Bear et al., 1990;
Schmidt, 1990).

Asecond spatial signaling mechanism is as follows:
all axons entering a region could branch so exuber-
antly and indiscriminately that each afferent axon
would tend to make synapses onto most or all target
dendritic arbors in the region (Fig. 1B). The firing
patterns of presynaptic fibers could then be com-
municated throughout the region by the exuberance
and overlap of axonal arbors. As in the first mecha-
nism, synaptic competition is mediated within den-
dritic arbors.

The development of certain neural regions pre-
sents difficulties for these two mechanisms. First, neu-
ral regions without sufficient initial exuberance and
overlap of the afferent axons are not explained by the
mechanism in Figure 1B8. In the mammalian cerebral
cortex, for example, the formation of clustered con-
nections between local domains that have similar ori-
entation selectivity does not develop simply from the
pruning of initially exuberant and overlapping axons.
Rather, a combination of sprouting and retraction re-
sults in this pattern of linkages in the cortex (Callaway .
and Katz, 1990, 1991). This combination of both
selective sprouting and retraction has also been re-
ported in a2 number of structures, including the thal-
amus (Sretavan and Shatz, 1986) and the geniculocor-
tical projection to area 18 (Friedlander and Martin,
1989).

Other regions provide difficulties for the mecha-
nisms in Figure 1, A and B. These regions include
those with sparse or ineffective local excitatory con-
nections between projection neurons, for example,
the thalamus (Jones, 1985). If distinct afferent axons
transmitting different patterns of action potentials must
synapse on the same postsynaptic cell in order to
“sense’” each other’s firing pattern, then a severe sam-
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Figure 1. Possible mechanisms by which patterns of afferent activity could be
distributed among populations of postsynaptic cells. A, Different afferent axons {sofid
and broken lines entering from above) make contact with dendrites of different target
neurons. Action patentials in axons of postsynaptic cells {arrows) spread afferent firing
patterns throughout the local volume. Competition among different activity patterns
occurs within individual dendritic arbors and results in the strengthening of synapses
that fire together and the weakening and potential distuption of others. B, As in A,
except that axon colfaterals originating in postsynaptic cells are absent, sparse, or
ineffective. Because postsynaptic cells are not synaptically interconnected, the spread
of the signal (arrows) among different cells must be mediated by the overlap of the
afferent axonal arbors. £, As in A, except that active synapses release signal {arrows)
in the form of a short-lived substance that diffuses throughout the local volume. In
this mechanism, the postsynaptic response is integrated in extracellular space as well
as within neurons. Synapses that are close together in space and fire in synchrony
will be strengthened, even if they are not anatomically linked.

pling problem is encountered. The data suggest that
somehow the afferents are removed from volumes that
are defined by the activity patterns. In the absence of
some other signaling mechanism, how are the firing
patterns on one dendritic arbor made accessible to
the firing patterns impinging on another distinct den-
dritic arbor if the local excitatory collaterals do not
provide the spatial signaling between distinct den-
dritic arbors in the region? Even though one or both
of these mechanisms may work in particular brain
regions, 2 more general mechanism appears to be
required. The mechanism we propose involves spatial
signaling via a rapidly diffusible substance released
at active synapses.

It should be noted that we point out these potential
problems with previous models in order to identify
them, not necessarily to discard them. As no argu-
ment can rule out these models, we simply assert that
they have difficulties and have not yet proven to be
sufficient to explain all of the observations associated
with the development of specific connections in the
cerebral cortex and thalamus.

A Short-lived Diffusible Substance as a

Spatial Signal

According to the present proposal, a short-lived sub-
stance is released at active synapses and acts as a
transient spatial signal (Fig. 1C; Gally et al., 1990).
This substance moves out into the immediately sur-
rounding extracellular space and affects synaptic con-
tacts throughout the local region. Rapid temporal fluc-
tuations in the presynaptic firing patterns are
transformed into rapid spatiotemporal fluctuations in
the substance concentration. Those synapses that de-
polarize when the concentration of this compound
in the surrounding volume is high are strengthened,
and those that do not depolarize at such times, or that
depolarize when the concentration of the substance
is low, are weakened or broken (Table 1; see also
“Detailed Theory and Computer Simulation Meth-

Table 1
Rules for changes in synaptic strength

High [ Low [x]
Presynaptic terminal
firing increase decrease
Presynaptic terminal
not firing decrease no change

{43, concentration of diffusible signal. High [] and low [x] represent values of [x]
that are above or below thresholds for potentiation or depression. See Appendix 1
for these thresholds.

ods,” below). Acting against a background of axonal
growth during development, this scheme for synaptic
stabilization allows transient spatial patterns of sub-
stance concentration to transform temporally corre-
lated firing patterns into spatially correlated patterns
of stabilized synaptic contacts.

The proposed mechanism places constraints on
the spatiotemporal properties of the diffusible spatial
signal. In response to afferent activity in a common
volume of tissue, production and removal of the sub-
stance must be sufficiently rapid to allow different
temporal patterns of afferent activity to be distin-
guished. If the temporal variation in the substance
concentration did not reliably follow afferent activity
patterns, then different patterns would not be distin-
guished as such and would not be sufficient to direct
the appropriate segregation of the afferent terminals.
This last requirement rules out substances that are
produced, act, or are degraded too slowly relative to
the relevant temporal patterns of activity known to
direct segregation in a particular region.

We emphasize that the signal substance acts
throughout a local volume and is not confined to spe-
cific cells or dendrites. It does not act directly to affect
gene expression or to alter cell proliferation, differ-
entiation, migration, or survival. It would therefore
be misleading to refer to this substance as either a
trophic, tropic, or chemotactic factor, even though
the indirect consequences of the function of the sub-
stance might mimic the effect of such factors. The
signal would be produced at temporal and spatial
scales that constantly changed during the growth and
segregation of the afferent terminals, because the
sources of substance production (active synaptic con-
tacts) can appear (sprouting), disappear (synapse re-
moval), and move (growth and new branch forma-
tion).

There are two additional properties of the pro-
posed mechanism that should be noted (Fig. 2). The
first, self-scaling (Fig. 24-0), is particularly important
for the formation and refinement of topographic map-
pings (see Fig. 6). During the initial innervation of a
target region (Fig. 24), the axons form sparse, tran-
sient contacts that produce low levels of the sub-
stance. At this time, fluctuations in substance con-
centration at small spatial and temporal scales are too
close to the average background levels to cause stable
changes in synaptic strengths and are not sufficient
to guide branching at these smaller scales.
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Figure 2. Self-scaling of diffusible signal. For simplicity, a one-dimensional array of synaptic contacts is shown. The sofid and broken afferent axons serve two different sources
{e.g.. right and left eyes) that compete for postsynaptic targets. In A-C, the dotted line represents the average background level of the postulated signaling substance throughout
the region, and the solid /ine represents its concentration throughout the region due to the firing of presynaptic axons 7 and 3. During the early innervation of the target {4},
synaptic contacts are weak and dispersed. The covariance of presynaptic activity and substance concentration is insufficient to mediate synaptic plasticity appropriate for segregation
of the arbors. Local branching and synapse formation occurs until axons serving @ single afferent source can cosperate to yield sufficient covariance of source-specific firing and
substance concentration. This cooperativity results in the formation of crude source-specific zones as illustrated in B. Subsequently, smaller-scale correlations of presynaptic activity
due to the correlated firing of neighboring neurons in each source {e.g., retinal neighborhoods) become sufficient to effect the further refinement of the afferent terminals shown in
C. [ and £, Saltation of synaptic strength changes due to cooperativity between active comelated synapses. Synapses are shown as a one-dimensional array of circles below a
horizontal sofid line representing the threshold concentration of signal substance needed to strengthen active synapses. In [, a single active synapse {sofid circle} is strong enough
to produce signal, whose concentrations at times ¢, and ¢, are shown by the broken and solid curves, respectively. The activity of synapses marked with Xs is correlated with
the source synapse, but their synaptic strength is initially insufficient to produce substance. At time ¢, due to diffusion and additional production of substance, suprathreshold
levels exist at additional correlated synapses, and they become active sources {solid circles, as shown in £). In £, this cooperative interaction has resulted in a synergistic increase
in the concentration and spread of the substance at time ¢, {broken curve). At the next time point (), the signal has spread such that even more distant synapses can be
strengthened, conferring a kind of saltation to the changes in synaptic strength. These cooperative effects on the lengths of diffusive linking {indicated as arrows beneath the

synapses} permit changes in synaptic strength to move through tissue faster than the actual diffusion of substance.

Under the influence of specific temporal patterns
of firing in a region, subsequent branching and new
synapse formation cause the average background lev-
el of substance to increase. This selective addition of
synapses in appropriate local volumes also permits
the stable covariance of presynaptic firing and sub-
stance concentration to occur. The correlated fluc-
tuations in firing and substance levels are largest at
coarse spatial and temporal scales. Segregated struc-
tures based on gross differences in input activity pat-
terns, such as eye-specific laminae or crude somato-
topic zones, could be formed by such rough mapping
(Fig. 2B). As synapses begin to stabilize, however,
the scales at which the covariance differs significantly
from background diminish in size, and the develop-
ing map is able to respond to increasingly fine dif-
ferences among spatiotemporal patterns of input ac-
tivity (Fig. 2C; see also Fig. 7).

A second important property is a kind of saltation
effect illustrated and explained in Figure 2, Dand E.
This effect allows changes in synaptic strength in one
local volume to be communicated to another non-
contiguous local volume at a rate much faster than
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that predicted for the actual diffusion of a substance
through the intervening distance.

Detailed Theory and Computer Simulation Methods
Simulations were carried out to examine how this
proposed mechanism guides the growth of axons into
a region containing potential synaptic targets. The
simulations were run on an NCUBE/10 parallel com-
puter using the developmental network simulator
(dns) developed and written by one of us (P.R.M.)
from a minimal version of the cortical network sim-
ulator (cns) of Reeke (Reeke et al., 1990).
Conceptually, the model used to examine the the-
ory is straightforward and depends on four assump-
tions: (1) The postsynaptic voltage at each synaptic
contact is proportional to the presynaptic activity times
the synaptic strength. (2) Cell firing rate or the prob-
ability that the cell fires is a2 weighted sum of the
voltages at each synaptic site located on its dendritic
arbor. The key assumptions are that (3) the hypoth-
esized substance is produced at a rate proportional
to the postsynaptic voltage, and (4) the synaptic
strength at each synaptic site changes according to



the covariance of the presynaptic activity and local
substance concentration.

Axonal Growth and Connectivity

We simulated the growth of axons into a three-di-
mensional recipient region containing cells with den-
drites (Fig. 3). The axons can originate in external
sensory sheets or from cells located within the sim-
ulated volume. These fibers can actively move
throughout the volume independent of their electri-
cal activity. As the axons grow and sprout branches,
synapses can be made and broken throughout the
region, and these contacts are strengthened or weak-
ened depending upon patterns of axonal activity and
transient substance levels, that is, according to the
synaptic rules described in Table 1.

In the simulations, postsynaptic cells with den-
drites preexist within the three-dimensional volume,
and these provide a fixed number of potential post-
synaptic sites. Although the geometry of dendritic
arbors was explicitly modeled, the structure of these
arbors did not change during the course of any sim-
ulation. All synaptic contacts that were potential
sources of production of the spatial signal were mod-
eled as excitatory. In some simulations, the growth
of axons originating in inhibitory cells was also in-
cluded, but these inhibitory contacts were not sources
of substance production.

In the computer model, the behavior of the sim-
ulated growth cones is assumed to be autonomous,
so that the growing tips of the same axonal arbor have
only their times of depolarization in common and do
not otherwise detect their common ancestry. Growth
of axons throughout the simulated volume occurs as
follows: an empty postsynaptic site allows the in-
growth of an axonal terminal from a surrounding
neighborhood in a fashion that is independent of the
current structure of the axon or any property of the
source cell.

At every time step, each unoccupied postsynaptic
site on a dendrite randomly chooses another postsyn-
aptic site in its neighborhood and accepts, with a
preset probability (0.2-0.3; denoted p,..), a branch
from the presynaptic axonal terminal that innervates
that chosen postsynaptic site (i.e., randomized local
sprouting or growth). If no presynaptic terminal oc-
cupies the chosen site or if the chosen site is not
accepted, then the empty site remains empty. In se-
lecting a presynaptic terminal from this neighbor-
hood, distances along each axis of a coordinate system
centered on the empty site are chosen in accordance
with Gaussian distributions. Thus, the average growth
rate of any axon is a function of the preset probability
of accepting a chosen site, the regional synaptic ac-
tivity, and the availability of postsynaptic sites.

If the synaptic strength of an established synapse
drops below a preset value, the connection is broken
and that branch is retracted into the parent branch.
The specific details of arbor structure therefore do
not result from growth rules for axons, but instead
reflect statistical relationships among a number of
variables, which include regional firing patterns,
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Figure 3. Generalized diagram of neural connectivity within the simulated neural
tissue. Sensory sheets are composed of cells distributed within a two-dimensional
array. These sheets project axons {2 and 3) into the rectangular volume containing
the dendritic arbors of target cefls. in some simulations, these target cells also project
axons {7) that make synaptic contacts with dendritic arbors in this same volume. To
simulate axonal growth, empty synaptic target sites select contacts from axons in the
surrounding space. New axonal branches formed in this process are indicated by broken
lines. (In Figs. 4-8, only new axonal sprouts are illustrated; cells, dendritic arbors,
and initial axonal arbors are not shown). In all the simulations, dendrites arborize
randomly around the cell of origin with an explicit spatial structure that approximates
either spherical or cylindrical symmetry. To caloulate the distribution of the spatial
signal within the neural tissug at each time step, the entire tissue was divided into
cubic compartments (indicated at the back of the volume). The concentration of signal
substance within each compartment is uniform; diffusian occurs between compartments
that share a face. Initial connections between a sensory sheet and targets in the
simulated volume are assigned either diffusely throughout the volume or topographically,
having a Gaussian divergence of the spatial extent of each arbor. The degree of this
divergence and the fraction of synaptic target sites filled initially were varied in different
simulations. Other parameters specified at the start of each simulation were the mean
and variance of synaptic efficacy, whether the synapses from any source were excitatory
or inhibitory, and the amount of signal substance that each produced. For all simulations
presented, the neurapil is presented with the reader looking down the z-axis, and the
branches of the axons are drawn from each sprout site to the site where the sprout
made a contact that was stabilized. When a contact breaks, this line is retracted into

the parent branch and is not drawn on the next cycle of the simulation. Intensity
coding is used to distinguish front from back.

growth velocity, crowding effects, dendritic geometry,
and a limited number of potential postsynaptic sites.

Synaptic Voltage

‘The postsynaptic voltage, v,, at each synaptic con-

tact is
Ui(t) = klcq(t)(%(t) - 02),

where 7 indexes the postsynaptic site, and j indexes
the presynaptic axonal terminal. 5,(#) is the probabil-
ity that presynaptic terminal jfires at time twhere s,(#)
€ (0,1), and 4, is a fixed excitatory threshold set at
0.25 for all simulations reported in this article. The
voltage at each synaptic site does not decay, but takes
on instantaneous values at each iteration; however,
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the persistence of the substance serves to carry in-
formation about local activity from preceding time
steps. The difference (s,(#) — 8,) is not allowed to be
negative. ¢, (1) is the synaptic strength between pre-
synaptic terminal j and postsynaptic site 7 at time ¢,
and k, is a positive scale factor for synaptic site Z For
inhibitory synapses, ¢, € [—1,0), and for excitatory
synapses, ¢, € (0,1].

Cell Firing

The probability of firing of a single cell is calculated
as a weighted average of the activity of all synapses
on the dendritic arbor of the cell. The probability that
cell ifires (s,) is given by s,= 5.5+ 2, v, where jranges
over all synapses onto cell i s, was clipped at 1.0.

Diffusion

We modeled tissue space explicitly as a collection of
cubic compartments. The flux of the substance be-
tween compartments was assumed to be a linear func-
tion of the concentration differences between com-
partments that share a face. Destruction of the
substance occurs throughout the simulated volume
at a constant rate x. The substance concentration at a
location x and time #, denoted u(x, ), can be de-
scribed by a diffusion equation with a first-order decay
term,

u(x, 1) = DVulx, ) —culx, ) + plx, 5,

where V? is the Laplacian operator, D is the diffusion
constant, u#,(x, t) is the time derivative of u(x, #), and
p(x, 9 is the instantaneous production of substance
at location x and time ¢ In the simulations, the con-
centration of substance in the compartment contain-
ing synaptic site 7 is denoted by u,. The relationship
between this diffusion equation and the compart-
mental simulation is discussed in Appendix 2.

Synaptic Strength Changes

The potentiation and depression of synaptic strengths
in the simulation were divided into separate com-
ponents. This treatment is consistent with the as-
sumption that these processes would be mediated by
different biochemical mechanisms and thus have re-
lated but separate actions (Artola et al., 1990; Gold-
man et al., 1990). At each synapse, synaptic strength
is increased or decreased as a function of the covari-
ance between the substance concentration and the
presynaptic firing. The contingencies for synaptic
strength change are listed in Table 1, and the specific
details of synaptic change are described in Appen-
dix 1.

In the simulations, changes in synaptic strengths
and the growth of axons occur more slowly than the
rate at which the substance is produced and removed
from a locale. The value of #,(#) is the only signal
linking activity at different synaptic sites, and no in-
tracellular signal is transmitted within dendritic at-
bors. Heterosynaptic effects are thus the consequence
of the transmission of signals directly through the
tissue rather than within dendritic arbors (Lynch et
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al., 1977; Finkel and Edelman, 1987; White et al.,
1988, 1990).

A simple calculation illustrates the ability of the
proposed mechanism to resolve temporal patterns of
presynaptic activity in a local region. Suppose, for
example, that the synapses are homogeneously dis-
tributed in a spherical volume with a radius of 100
wm, approximately the radius of a whisker barrel in
the rodent somatosensory cortex. A synchronous burst
of activity in these synapses would rapidly produce a
uniform concentration, u,, throughout the sphere
faster than other effects such as synaptic change or
axonal sprouting.

The time required for the initial concentration to
be approximately halved by diffusion of the substance
into the surrounding tissue is

t=a?/(4-D),
where tis time, D is the diffusion constant, and a is

the radius of the sphere (Crank, 1955). If the thresh-
old for potentiation, T, is equal to u,/2 (see Appen-

-dix 1), a second population of nonproducing syn-

apses would have to fire within this time #in order to
be potentiated. These times are approximately 1 sec,
3 sec, and 35 sec, respectively, for a diatomic gas
(carbon dioxide, 1.92; nitric oxide, 2.60), amino acid
(valine, 0.83), and protein (hemoglobin, 0.069; oval-
bumin, 0.078). The diffusion constants listed above
are expressed in 107°-cm?-sec™ at 25°C (Cussler,
1984).

These simple calculations indicate that, for those
regions of the brain in which afferent activity patterns
fluctuate at short time scales (20-500 msec), even
rapidly diffusing substances would have to be re-
moved or destroyed by some means other than simple
diffusion. Otherwise, spurious correlations with ax-
onal terminals firing at later times would result from
the persistence of the substance. Such spurious cor-
relations would disrupt appropriate changes in syn-
aptic strength. The proposed mechanism therefore
would fail to resolve distinct temporal patterns in the
afferent terminals, and aberrant spatial patterns of syn-
aptic contacts would form in a region.

Results

We have modeled a variety of situations to examine
how the proposed mechanism would actually direct
the growth of axonal arbors in regions containing
various target dendritic arbors.

Development and Perturbation of Whisker
Barrels and Barreloids

Sensory neurons innervating rodent vibrissae termi-
nate in segregated neural structures in the trigeminal
nucleus (Belford and Killackey, 1979). These in turn
innervate segregated structures in the thalamus called
barreloids. Barreloids innervate distinct structures in
the somatosensory cortex called whisker barrels (Kil-
lackey, 1973; Woolsey et al., 1975). This aggregation
of axonal terminal arbors into whisker-specific units
at each of these stages from sensory nerve to cerebral
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Table 2

Abbreviations and parameters used in Figures 4-8

Abbrevia-

tion Definition

Jij Effective diffusion or coupling constant for the substance

DR Destruction rate for substance

PR Production rate for substance

IC Initial concentration of substance at the beginning of a simulation
1T Substance concentration thresholds for potentiation and depres-

sion. These are defined in text, and their interaction is dis-
cussed in Appendix 2.

NC, NC,. NC,  Number of compartments aleng x-, y-, and z-axes, respectively. It
must be noted that the layers of potential postsynaptic sites
were always positioned within the simulated tissue space 10
maintain synaptic densities as isotropic as possible; see Ap-
pendix 2.

NS Total number of potential postsynaptic sites for the simulation.

The synaptic strengths of initial synaptic connections were drawn from a Gaussian
distribution with mean = 0.33 and SO = 0.13. The synaptic strengths of newly
sprouted synapses were drawn from the same distribution. For specifying the initial
connectivity of the axons and the potential spatial spread of the dendrites, the standard
deviations of the spread along the x- and y-axes are denoted o, and o, {Appendix
2). Throughout a region potentially covered by an axon terminal or dendrite, the fraction
of sites actually filled is denoted by £ A description detailing the initial assignment
of topographic input is given in Appendix 2. Parameters associated with the making
and breaking of synapses are as follows: g,,,, probability that an unoccupied postsynaptic
site accepts a branch from the axon terminal innervating a randomly chosen postsynaptic
site in a stochasticafly determined neighborhood of the postsynaptic site. a, n, 7,
standard deviations of Gaussian distributions along x-, y- and z-axes and centered on
a postsynaptic site that define the stochastic neighborhood from which an afferent
axan can sprout into the site during the next time step; ¢, synaptic strength threshold
for breaking a contact between an afferent axon and a postsynaptic site. Once the
synaptic strength of the connection drops below this threshold, the contact is broken
and the branch is retracted into the parent branch. The learning rate at individual
synapses is denoted by & {Appendix 1). A cell /in a sensory sheet was considered
active at time ¢ if s{z) > 0.

cortex has been shown to depend on the temporal
patterns of sensory neural activity transmitted along
this pathway. If a whisker is removed from a newborn
animal, the corresponding structures in the CNS do
not develop, and the remaining structures reorganize
in 2 manner that appropriately reflects the patterns of
activity in the input (Van der Loos and Woolsey, 1973;
Woolsey and Wann, 1976; Belford and Killackey, 1979;
Killackey and Belford, 1979; Durham and Woolsey,
1984; Dawson and Killackey, 1987; Jensen and Kil-
lackey, 1987a,b).

To simulate the development of barreloid-like
structures, input from whisker afferents was modeled
as a cell layer that projected in a loosely topographic
fashion into the simulated neuropil (Fig. 4). Excit-
atory axon collaterals originating in the recipient re-
gion were not present in barreloid formation, but the
development of the whisker barrels included these
collaterals (see Fig. 4 caption and Table 2).

The simulated pattern of activity in whisker affer-
ents consisted of random series of short bursts of high
activity from 13 distinct loci. In the present simula-
tions, activity in any pair of whiskers was uncorrelated.
Afferent axonal terminals arising from common regions
of high activity grow, branch, and aggregate into tight
structures that are spatially distinct from those gen-
erated by axons firing at other times (Fig. 44). Al-
though the effect can be complicated, the primary
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determinant of the formation of these barreloid struc-
tures is the statistics of the temporal correlations in
the simulated whisker afferents as they interact with
the developing arbor sizes [see Miller et al. (1989)
for a linear analysis of the interaction of correlations
in input activity and axonal arbor sizes]. In addition
to the simulated whisker input, axons from cells that
fire in an uncorrelated fashion were also present (Fig.
44, blue fibers), and these were squeezed into narrow
volumes between the barreloids and whisker barrels.

The experimental perturbation of sensory input
was mimicked in two ways: (1) deleting input from
arow of cells in the sensory sheet to simulate plucking
a row of whiskers before significant ingrowth of af-
ferents and (2) firing a row of afferents in a temporally
correlated fashion so that the pattern of input activity
is similar to that obtained by taping adjacent whiskers
in an animal. The first perturbation is illustrated in
Figure 4B and gives rise to structures similar to those
seen in vivo in response to similar manipulations
(Dawson and Killackey, 1987; Rhoades et al., 1990).
The second perturbation is not shown but resulted
in the fusion of those whisker barrels whose activity
was correlated.

Organization of Nontopographbic Input

The axonal arbors of cells that are nor organized to-
pographically in sensory sheets can also become an-
atomically segregated in CNS structures. It has been
demonstrated, for example, that serotonergic axons
from the dorsal raphe nuclei that grow into the so-
matosensory cortex at an early stage of their devel-
opment form patterns (somatotopic mappings) sim-
ilar to those of the thalamocortical axons (Rhoades
et al., 1990). This is noteworthy because there is no
somatotopic map in the dorsal raphe nuclei. A spatial
signal of the sort we are proposing provides a possible
mechanism for the spatial organization of these non-
topographic fibers.

In Figure 5, the serotonergic axonal input is mod-
eled as a population of axons that are initially non-
topograpbically distributed throughout the simulated
neuropil (yellow fibers). As before, the topographic
afferents (red fibers) originate in a sensory sheet and
provide the punctate stimuli needed to generate the
barreloid or whisker barrel structures. Firing of all of
the nontopographic serotonergic axons is temporally
correlated with the firing of each punctate stimulus
that stimulates whisker stimulation. This temporal
correlation in firing would be expected with the gen-
eral arousal and midbrain firing associated with
whisker stimulation. Under these conditions, as shown
in Figure 5, the spatial signal generated at the tha-
lamic terminals (red fibers) induces both topographic
(red fibers) and nontopographic (yellow fibers) af-
ferents to segregate into barreloid-like structures. Al-
though certain specific features differ, this effect is
essentially similar to the development of appropriate
registration of topography by the cholinergic projec-
tion from the nucleus isthmi to the contralateral optic
tectum in Xenopus laevis (Scherer and Udin, 1989;
Udin and Scherer, 1990).



P00 = ¢ :000°08 = SN — 001 x 001 yoea ‘sans andeuks jo siake| bie 0| =0 'p| =
QL =70 =9 0 = "0 e = "IN ‘2 ="IN"Z8 = "IN 0001 = 00y = U 002 ="/ ‘008 = Hd ‘0001 = JI ‘0L'0 = Y0 ‘€L'0 = g "Saimanns piojaeq 01u azueio 10u op $13Qy 8snyip auy uay ‘peanpaud Jou Sem BIURISGNS
8yl Jo pawdnisip si siaqy aiydesGodor ayr pue siaqy asnyip ay: Jo Buuy au uaamiaq uonejawod ay ) “wianed Buipuodsauod e ui Ajasuap 1noids o1 Suoxe asnyip au Sasned uonaaloid asnyip ay Jo Bupy 8y} Jo uDNe|3LI0d [eiodwa) 3yi ‘UDIIPPe U] "pawLo) ale
SBINIINILS aYI|-piojauieq ‘y ainfily ur sy ‘Ajannoadsal “/ /| pue ‘GQ ‘G $8|2Ad 1@ suaxe Jo ywoi ay moys -y feubls au Jo uonenusausa sy pue Buuy Jiay: Jo aoueliensa ay o) Buipioase pauayeam 1o pauayiBuans aiam Aayy 1ng “jeufiis eneds ay aanpoud Jou pip
suonasfoud asnyip ayl woyy sasdeudg “ndur awydesBodor ayy ur Buiunago Aiande yum paiejaiod Ayesodiuar sem (siagy mayad) 1ndui asnylp Buipinoad $1a2 jo Buui{ “ ainbiy i 1eyr o jeanuapl sem ndui aiydesBodor Ayl jo uonepwnS “p ainBiy i ley) uey ssaj
sem. 1ndur auydesodor ay woy 161000 §0 Alisuap ay ‘sny) "adeds anssi palejawis ay) OLUI $I3qY 1UIae JO S3ANDS 331y oy Buole PaINGUISIP AUaAa aam SalS Pajjy Byl ‘ased sIyl Uy nq ‘pajjy Ajjeniur asam saus andeudsisod ayt Jo (pZ'0 = 4) %0z Auo 'y
amBiy vy sy "sauis andeuds painguisip Ajwsogiun o) paubisse Ajjeniur aiam pue AydesBodol ou ym awnjon paejnuwis ays oiu paidalot suoxe ang pue majad i “BiJ u se Auoauuod |enur awes) 18ays Aiosuas Bundalosd AeaiydesBodo) e u pareuibuo suoxe pay
's|[32 Jo Jake] 9 x 9 paY) @ Wy aoeds anssi paienuis au) o1l Mosf o) pamojje aiam suoxe ggQY Jo uonejndod euonippe ue 1ey) 10axa 4 ainbiy ul se awes 8y Sem uonejnwis 8y ‘suoliejaniod (esodwal Aq suondaloud asnyip jo uonezuebiy g ainbiry

Cerebral Cortex May/June 1991, V1 N 3 207



Development of Ocular Dominance Paiches and
Retinotopy

In many higher vertebrates, afferents carrying signals
from both eyes initially project axons that map to-
pographically into common regions in the thalamus
and the cerebral cortex. By some unknown mecha-
nism, the afferents from the two eyes apparently com-
pete for regions of neural tissue. As a result of this
competition, those axons receiving input from one
eye tend to terminate within regions different from
those innervated by the other eye (Hubel and Wiesel,
1965).

A number of abstract models have been proposed
to account for the general shape and periodicity of
these structures (von der Malsburg and Willshaw, 1976,
1977; von der Malsburg, 1979; Swindale, 1980; Miller
et al., 1989); but without considering the develop-
ment of the underlying anatomical substrate (the ax-
onal arbors). Miller et al. (1989) have demonstrated
that a linear model is sufficient to explain certain fea-
tures of the development of ocular dominance col-
umns in the absence of changing arbor sizes. It is
known, however, that the arbor structure changes dur-
ing ocular dominance column development and any
mechanistic account of how this segregation comes
about must therefore explicitly address this issue. As
shown in Figure 6, the role of this changing connec-
tivity in the development of ocular dominance col-
umns is accommodated by our present proposal. As-
suming that a spatial signal functions as we suggest
(see Fig. 6 caption), the ocular dominance columns
arise naturally during the ingrowth of fibers serving
two simulated retinas.

Although a complete analysis is beyond the scope
and intent of this article, the primary constraint on
the development of these patterns in this model is
the effective cortical distance over which the sub-
stance can allow competition for synaptic strength.
This distance results from the action of many vari-
ables, but is dominated by the substance thresholds
for potentiation and depression, the destruction rate
of the substance, and the effective axonal arbor sizes
(see Appendix 2). During the early ingrowth of the
axons into the simulated cortex, the substance pro-
duction typically does not exhibit a consistent spatial
pattern, and the fundamental periodicity of the eye-
specific regions is not well defined. The synaptic den-
sity increases until a stable average arbor size is
reached, after which the interaction distance can sta-
bilize. The effect of eye-specific segregation in this
model is complicated primarily by the fact that the
arbors are actively growing and thus changing their
effective size. In particular, during the initial inner-
vation of the recipient region by the growing axons,
we have observed what appear to be shifting wave-
lengths of the ocular dominance pattern that require
the synaptic densities to increase before the system
stabilizes.

In these simulations (Fig. 6), the axons from the
sensory sheets initially projected with loose topog-
raphy into the recipient structure. The spatial signal-
ing mechanism also provides a means for both the
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development and maintenance of topographic map-
pings (Fig. 7). To demonstrate the development of
topography, activity in a simulated retina was mod-
eled in the form of traveling waves of synchronous
cell firing (Fig. 7). This kind of activity is one way in
which neighborhood relations in the retinal firing pat-
terns could be transmitted to target structures (Mas-
tronarde, 1983a,b; Wong et al., 1990). As shown in
Figure 7, only a very loose topographic mapping ex-
ists initially between the simulated retina and its tar-
get region; that is, a given retinal locus causes de-
polarization throughout a large portion of the target
region (88% of the extent along both the x- and
y-axes). This topographic biasing could come about
as a result of crude differences in the affinity of nasal
and temporal retinal fibers for different regions of the
recipient structure (Stahl et al., 1990). As the wave of
simulated activity passes repeatedly across the sen-
sory sheet in different directions, the topography pro-
gressively refines. This successive refinement of the
developing topography illustrates the self-scaling de-
scribed earlier (Fig. 2B). The self-scaling property
apparent in this simulation emerges because the post-
synaptic responses acquire a diffusive property (see
Discussion).

Development of Reciprocal Cortical Connectivity
and Neuronal Groups

Most excitatory neurons in the mammalian neocortex
project axon collaterals that terminate locally on
neighboring cells. In some regions of cortex, these
local collaterals may link cells together into func-
tional collectives that have been called neuronal
groups (Edelman, 1987). Excitatory cortical neurons
can also extend collaterals over greater distances to
form reciprocal corticocortical connections both
within and between distinct cortical areas. Recent work
has shown that axon collaterals originating from cor-
tical neurons in visual areas tend to link cortical do-
mains having similar functional properties (Rockland
and Lund, 1982; Gilbert and Wiesel, 1983, 1989; T’so
and Gilbert, 1988; Callaway and Katz, 1990, 1991; for
anatomical descriptions of intrinsic cortical connec-
tions in cat and primate visual cortex, see also Price,
1986; Lund, 1988). The development of these recip-
rocally connected domains proceeds from an initially
even distribution of intrinsic collaterals. This distri-
bution then undergoes a transition to clustered con-
nections that establish reciprocal connectivity among
domains receiving correlated functional input (Cal-
laway and Katz, 1990, 1991).

These local and more distant reciprocal connec-
tions are known to be a ubiquitous feature of cortical
anatomy (Jones et al., 1978; van Essen, 1985; Inno-
centi, 1986; Zeki and Shipp, 1988). To demonstrate
generally how the theory would generate such con-
nections in a cortical area, we simulated activity in
local cortical domains and observed the formation
and clustering of connections among cortical neurons
that received similar functional input. This simula-
tion, illustrated in Figure 8, contains axons originat-
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Figure 7. Formation of a topographic mapping from pattemed input. A single 64 x 64 sensory sheet (“retina”) projected axons into a recipient volume containing 65,536
potential postsynaptic sites; 20% of the sites were occupied initially; 4096 postsynaptic cells distributed throughout the volume extended dendritic arbors into the neuropil in a
cylindrically symmetric fashion. The stimulus consisted of traveling “waves" of activity that began in the center of the simulated retina and passed vertically and harizontally across
the retina (e.g., A, 0, G). The waves required approximately 32 cycles to pass across the entire retina. The pattern of firing of postsynaptic cells is illustrated in 8 £, and H, and
the concenuation of the spatial signal in C, £, and /. Initial connectivity to the postsynaptic sites was minimally topographic (o, = &, = 10.0), as is indicated by the op row
(cycle 5). The middle raw (D-f) and the bottom row (G-1) were taken at time steps 389 and 405, respectively. The refinement in topography continued until a single retinal cell
activated synapses that were distributed across a region that was about 1.5 diffusion compartments along the x- and y-axes. (Firing rates and concentrations are indicated by
increasing brightness in a 128-level gray scale.) 0 = 0.14; DR = 0.80; IC = 20.0; PR = 4.0; T, = 60.0, T, = 76.0, T, = 115.0; NC, = 16, NC, = 16, NC, = 16; p,,
=02; s = 0.2, n,= 15, n,= 15, n, = 0.5; four layers of synaptic sites, each 128 x 128 — NS = £5,536; 6 = 0.01.

ing in a sensory sheet that project with loose topog-
raphy into the simulated cortex (green fibers). In this
simulation, only the active synapses of axons origi-
nating in the sensory sheet can generate the spatial
signal. The cortical region contains dendrites of both
excitatory and inhibitory cells. Although the action
of their synaptic contacts differs, both of these simu-
lated cell types project axons into the cortical region
that can grow, branch, and make and break synapses
in accordance with the covariance of their activity and
the spatial signal. Initially, axons of excitatory cells
are distributed uniformly throughout the simulated
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volume, and axons of irhibitory cells arborized lo-
cally about their cell of origin.

Random stimulation of four distinct loci in the
sensory sheet resulted in the formation of local syn-
aptic domains in the simulated cortex (Fig. 84). After
the formation of these domains, the growth of the
sensory fibers (green fibers) was halted, but they con-
tinued to produce substance at their active synaptic
contacts. Continued random firing in each domain led
to the formation of groups of locally interconnected
cells (Fig. 88). In addition to this effect, those do-
mains whose activity correlates sufficiently become



Figure 8. The formation of reciprocal excitatory connectivity. In this simulation, 4096 excitatory cells from a sensory sheet project axons shown in green) topographically into
simulated neural tissue (o, = &, = 0.51). Only synapses from these cells produce the spatial signal, though the strengths of all synapses in the model are modulated in the
same manner by this signal. A tatal of 6400 excitatory cells are located throughout the simulated tissue [cylindrically symmetric dendrites, o, = a, = 1.0, with synaptic strengths
drawn from @ narrow Gaussian distribution (mean = 0.3; SD = 0.02)]; these cells also contain axons that initially form synaptic contacts uniformly throughout the volume. The
neuropil was divided into four equal-sized parallelepipeds, and the growth of axons arising from excitatory cells in each of these “quarters™ was color coded. Top left quarter,
magenta axons; battom left quarter, red axons; top right quarter, yellow; bottom right quarter, /ight blue. Dark biue axons originated in a separate sensory sheet and were distributed
uniformly, and their activity was drawn from a Gaussian distribution. A total of 6400 inhibitory cells were also present that initially project axons locally. The growth of axons
arising from these cells is not shown, but was governed by the same synaptic rules as for excitatory contacts. These inhibitory connections tended to act locally to prevent sustained
firing of the excitatory cells as a result of self-excitation. A4, An initial stage (cycle 10) in neuropil formation. Synchronous bursts of activity in 64 cells at each of four locations
in the sensory sheet has induced axonal terminals of these cells to sprout locally and form small afferent domains (green fibers). After this initial stage, growth of these axons is
stopped. During the simulations, these fibers are active and can generate substance from the postsynaptic dendrites. The empty areas are regions occupied primarily by the terminals
of the local inhibitory axons. B, A later stage (cycle 500). Groups of cells in the sensory sheet that contribute terminals 1o the four different green loci were fired in a randomized
order. Because axans formed new synaptic contacts only in those compartments containing a high concentration of spatial signal at the same time that they were active, stable
sprouting occurred primarily in localized regions surrounding input axons. £, Conditions identical to those in B, except that the activity of two pairs of diagonally positioned loci
was temporally correlated. After 500 cycles, the diaganal pairs of domains had become reciprocally connected. 0, Conditions identical to thuse in B, except that the activity of the
o pairs of horizontally positioned loci was temporally correlated. After 500 cycles, the harizontal pairs of domains have become reciprocally connected. 0 = 0.13; DR = 0.60;
IC=80.0: PR=35.0; T, = 35.0, T, = 40.0, T, = 80.0; NC, = 16, NC, = 16, NC, = 16; p,, = 0.4; g, = 0.3; o, = 1.8, n, = 1.8, n, = 0.51; four layers of synaptic
sites, each 100 x 100 — NS = 40,000; & = 0.02.

reciprocally connected (Fig. 8C,D). This reciprocal In Figure 8, the formation of locally reentrant con-
connectivity emerges through the clustering of the nectivity was simulated. However, during the devel-
intracortical axons in domains with sufficiently cor- opment of the cortex in vivo, the growth cones of
related activity. many cortical neurons also migrate long distances
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along fiber tracts that reciprocally connect local and
distant cortical regions (van Essen, 1985; Innocenti,
1986; Zeki and Shipp, 1988). As they grow, these axons
sprout collaterals that project radially upward into
these layers under the control of many influences,
which include target-derived growth factors (e.g.,
O’Leary and Terashima, 1988; Heffner 1990). Accord-
ing to the theory, if these sprouts fire in a temporal
pattern that correlates with the local cortical area they
enter, they will branch and form synapses there; oth-
erwise, they will not form stable synaptic contacts,
and the sprouts would presumably retract or move
out of the locale. This would tend to form long-range
reciprocal connections among cortical areas on the
basis of similar activity patterns.

Discussion

We hypothesize that the development of many aspects
of the complex connectivity that characterizes ver-
tebrate nervous systems, and particularly the cortex,
may be guided by a short-lived substance or sub-
stances made within dendritic processes in response
to afferent activity. This substance acts as a diffusive,
intercellular signal that transmits temporal correla-
tions among synaptic contacts present within a local
volume. Because this mechanism transforms temporal
correlation in firing into a diffusible signal that ex-
tends throughout a local volume, we have termed this
signal a spatial signal. The foregoing theory and sim-
ulations demonstrate how the postsynaptic produc-
tion of such a diffusible signal can translate temporal
contiguity of presynaptic activity into spatial conti-
guity of synaptic contacts.

Covariance in Neural Circuits and Influence of
Other Signals

The general notion that the covarying activity of pre-
synaptic and postsynaptic cells mediates synaptic
change has been proposed and loosely falls under the
“Hebb rule” (Hebb, 1949; von Hayek, 1952). Sub-
sequent variants of this so-called Hebb rule have sug-
gested how the covariance between the activity of pre-
and postsynaptic elements that participate in a de-
fined circuit could be stored (Sejnowski, 1977). A
more general and statistical “dual rules” model has
been proposed to explain how independent short-
and long-term synaptic changes in a neuronal network
interact in the presence of the extreme variance in
the structure of real neural circuits (Finkel and Ed-
elman, 1987). In support of these theoretical consid-
erations, a number of experiments have demonstrated
the influence of covarying activity on various kinds of
potentiation and depression of different inputs to the
same neuron (Lynch et al., 1977; McNaughton et al.,
1978; Abraham and Goddard, 1983; Levy and Steward,
1983; Malinow and Miller, 1986; Wigstrom et al., 1986;
Stanton and Sejnowski, 1989). However, these pro-
posals have not explained how the structure of neural
circuits develops in the first place, how this structure
relates to synaptic plasticity, and the nature of the
biological mechanism(s) that could mediate these
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phenomena. These problems are the central concerns
of this article.

It is known that synaptic plasticity in the brain can
also be affected by such global factors as alertness,
attention, and so on. Neurotransmitters released by
the diffuse ascending system of neurons housed in
the brainstem, for example, may play essential roles
in putting CNS neurons into biochemical states nec-
essary to produce or respond to the postulated spatial
signal (Pettigrew and Kasamatsu, 1978; Singer, 1985;
Bear and Singer, 1986). We point out these interac-
tions only to emphasize our awareness of the com-
plexities of the problem of making specific patterns
of synaptic connections and to emphasize that no
single mechanism can account for all such patterns.

Interactions with Dendritic Structures

It is known that certain classes of CNS neurons can
develop complex dendritic structure characteristic of
their region of origin independent of local environ-
mental cues (Banker and Cowan, 1977, 1979; Dichter,
1978; Kriegstein and Dichter, 1983; Banker and Wax-
man, 1988; Montague and Friedlander, 1989, 1991).
These data indicate the existence of strong intrinsic
constraints in the elaboration of cell-specific and re-
gion-specific dendritic morphology. This intrinsically
determined dendritic morphology would act as a re-
gional constraint in developing neuroanatomy. Thus,
characteristic regional circuitry could develop in a
manner that intimately depended on the activity pat-
terns of the innervating axons and yet still be influ-
enced by the dendritic geometry of cells in the region.
In the proposed theory and models, the presynaptic
activity patterns do not, however, simply “impress”
themselves onto a passive, recipient cortex. Rather,
complex statistical relationships between the activity
patterns impinging on a region and the dendritic
structures characteristic of the region are reflected in
the eventual pattern of synapses that forms.

Because the integration of the postsynaptic re-
sponse occurs in the extracellular space as well as in
postsynaptic neurons, this mechanism tends to con-
volve the afferent activity patterns in both space and
time. Thus, neural mappings arise between local vol-
umes of neural tissue as constrained by the source
and target cells, rather than by the a priori matching
of source and target cells. The mechanism could nev-
ertheless result in a very precise targeting of soutrce
and target cells, provided that the afferent activity
patterns and postsynaptic dendrites were appropriate
for such 2 case to occur (e.g., dLGN; see Fig. 7).

The Nature of Synaptic “Strength” in the Theory

Once the larger-scale changes in anatomy have slowed
or halted, the dynamics of synaptic change in the
present model are somewhat similar to those pro-
posed in a model of functional plasticity of single
cells in the visual cortex (Bienenstock et al., 1982).
This model focused on the development of functional
specificity of single cortical neurons and relies upon
the covariance of presynaptic activity with a measure
of the postsynaptic response. A physiological hypoth-



esis of synaptic modification (Bear et al., 1987) con-
sistent with the model has been proposed.

It should be noted, however, that the dynamics of
synaptic change in the present model acquire a variety
of extra properties that are critical in building appro-
priate neuroanatomical connections. These proper-
ties arise because the effects of the covariance of pre-
synaptic activity with postsynaptic response in a given
volume can be literally transported through the in-
tervening tissue according to a diffusion equation (P.
R. Montague, unpublished observations). The simi-
larity of these dynamics to those of Bienenstock et al.
(1982) results because the changes in synaptic strength
depend upon the covariance of regional substance
concentration and the presynaptic activity.

The influence of this covariance is divided be-
tween the relative three-dimensional position of a
synaptic contact in a local volume and the effective
strength of the contact as it mediates transmission
from a presynaptic axon to a postsynaptic element.
This means that the effective “strength” of any given
synapse is not solely a measure of the coupling strength
between pre- and postsynaptic elements that partic-
ipate in a circuit. Rather, it also incorporates the de-
gree to which this synapse contributes to effective
depolarization in a local volume in response to dif-
ferent temporal patterns of activity that impinge upon
that volume.

The proposal presented here does not exclude oth-
er self-consistent explanations that also incorporate
a diffusible spatial signal. A phenomenologically
equivalent but mechanistically more complicated
theory can be constructed if this diffusive link were
to be generated presynaptically, both pre- and post-
synaptically, or even in local glial cells. Presynaptic
production of substance could “label” the surround-
ing local tissue space according to which afferents
had just fired. This would require another signal pro-
duced by postsynaptic dendrites that represented the
response elicited by the presynaptic activity. The con-
junction of these two signals could then interact to
effect appropriate segregation by stabilizing active
synapses in a region that contained suprathreshold
levels of both diffusive signals. This type of model
requires two diffusive signals to operate effectively.

Candidate Substances and Experimental Tests
The proposed spatial signal is assumed to be released
from individual postsynaptic sites in response to neu-
rotransmitter release. How could this come about?
One previously suggested candidate for the intraden-
dritic signal required to initiate this process is calcium
ions that enter through NMDA receptors (Geiger and
Singer, 1986). In the cat cortex, NMDA receptors tend
to be present at high levels at those times and places
where synaptogenesis or changes in synaptic strength
occur (Fox et al., 1989). In addition, it has been shown
in some systems that the presence of NMDA blockers
can disrupt normal synaptic plasticity and activity-
dependent segregation of axonal arbors (Klein-
schmidt et al., 1987; Scherer and Udin, 1989; Bear et
al., 1990; Cline and Constantine-Paton, 1990).

Inan earlier article, we suggested nitric oxide (NO)
as one candidate for the spatial signal in an adult
nervous system (Gally et al., 1990). NO is produced
in a calcium-dependent fashion upon stimulation of
NMDA receptors by glutamate or it analogs (Garth-
waite et al., 1988, 1989; Bredt and Snyder, 1989), and
its synthetic enzyme is located in neurons (Bredt and
Snyder, 1990; Bredt et al., 1990). NO is labile, readily
diffuses through membranes, and has soluble intra-
cellular enzymes as targets: ADP-ribosylase (Brune
and Lapetina, 1989) and soluble guanylate cyclase
(Murad et al., 1978; Knowles et al., 1989). Its action
would be rapid, would not require the activation of
membrane-bound receptors, and would link neural
activity to blood flow changes (Gally et al,, 1990).
Shibuki and Okada (1991) have provided evidence
that NO produced by neural activity is required for
the induction of synaptic plasticity in the cerebellum.
This finding is consistent with our proposal that it
may act as a spatial signal.

Similar considerations suggest at least two other
potential candidates. Arachidonic acid has been pro-
posed as a diffusible retrograde signal that mediates
the induction of long-term potentiation (LTP; Wil-
liams et al., 1989). It is released from membranes in
a calcium-dependent fashion and is highly lipophilic.
Another possibility is hydrogen peroxide. Hydrogen
peroxide is a short-lived, diffusible compound that is
released from synaptosomal preparations in a calci-
um-dependent fashion (Zoccarato et al., 1989) and is
reported to block the induction of LTP (Colton et al.,
1989). Obviously, there are other candidates, and the
model does not exclude the possibility that several
such substances may act in concert.

In addition to the potential effects of these specific
substances, we note that the spatial and temporal scales
of changes in substance concentration that are ap-
propriate to guide axonal segregation are also in the
range reported for activity-correlated changes in blood
flow observed in the visual cortex (Frostig et al., 1990).
It is possible that similar biochemical mechanisms
underlie both processes, and this possibility is readily
accessible to experimental test.

The theory may be tested in a variety of ways; we
suggest only a few here: (1) Chronic disruption of
the formation or action of potential candidate spatial
signals should disrupt developing neuropil. For ex-
ample, this procedure should disrupt whisker barrel
formation, normal somatotopy, and ocular dominance
column formation. This action would also be ex-
pected from chronic NMDA receptor blockade in any
region of cortex. Several effective inhibitors of NO
synthase have been reported that could be used in
such experiments (Hibbs et al., 1987; Fukuto et al.,
1990). Nordihydroguairetic acid (NDGA) is com-
monly used as an inhibitor of both the formation and
the degradation of arachidonate, but its use leads to
ambiguous conclusions, because it has also been
shown to speed the destruction of NO (Griffith et al.,
1984). (2) Chronic inhibition of the firing of cells in
the dorsal raphe nuclei (see Fig. 5) will prevent the
organization of their terminals into somatotopically
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defined units in the somatosensory cortex (see
Rhoades et al., 1990). (3) The addition of short-lived
substances or activities isolated from the culture me-
dium of stimulated neurons may influence synapto-
genesis and axon structure in an 7z vitro system in a
manner dependent upon the temporal correlation of
the concentration of these substances and activity
(Nelson et al., 1989).

Retrograde Signals in Adult Synaptic Plasticity
We have been emphasizing one stage in the devel-
opment of neuroanatomy. However, NMDA receptors
have also been shown to play an essential role in the
induction of LTP in the adult nervous system (Bliss
and Lynch, 1988; Brown et al., 1988; Nicoll et al.,
1988). LTP depends upon correlated presynaptic ac-
tivity and postsynaptic depolarization and requires an
increase in postsynaptic calcium ion concentration
for its induction (Dolphin et al., 1982; Collingridge
and Bliss, 1987; Davies etal., 1989). LTP has separable
pre- and postsynaptic components, and its induction
apparently involves some kind of retrograde signal
from postsynaptic to presynaptic sites that may be
biochemically related to the signal we are proposing
(Williams et al., 1989; Bekkers and Stevens, 1990;
Malinow and Tsien, 1990; see also Changeux and Dan-
chin, 1976). In particular, a form of “synaptic recruit-
ment” has been observed in cell culture and cortical
slices (Bonhoeffer et al., 1989; Kossell et al., 1990),
where potentiation of synaptic contacts spreads from
the site of induction to active presynaptic terminals
in alocal region. Although the mechanism mediating
this effect is not yet known, the observations are con-
sistent with the production of a diffusible spatial sig-
nal.

As a final note, we suggest that the emergence of
diffusive mechanisms of the kind hypothesized here
may have provided one of the decisive steps in the
evolution of nervous systems. Such mechanisms offer
a very general means of directing the formation of
specific linkages among heterogeneous populations
of neurons based on patterns of activity that result
from the interaction of a phenotype with its environ-
ment.

Appendix 1

If (s,{t) — 8.) > 0, that is, if presynaptic terminal j is
firing, then three cases arise for changes in ¢,(): (1)
u, () < T, gives depression, (2) u,(#) > T, gives po-
tentiation, and (3) T, < u,(#) < T, gives no change.
The third condition implements an intermediate flat
zone in the sensitivity of synaptic change to substance
concentration. This separates the depression and po-
tentiation components of synaptic strength change.
At each time step, ¢, changes according to the fol-
lowing difference expressions:

c(t+ 1) = c(®) = 8-p,(c{D))-(s(t) — 8,)
'(ui(t) - T1>7

for a depression with no change occurring if (u,(#)
— T) > 0, and

214 Spatial Signaling Hypothesis » Montague et al.

(t+ 1) = (D = 8p,(c,(D)-(5(H) — 0)
(u() — 1),
for potentiation with no change if (x,(f) — T,) < 0.
If (s(5) — 8,) = 0, that is, if presynaptic terminal
Jis not firing, then

c(t+ 1) = (D) = 6-p,(c;(D)-(s(B) = 0,)
‘(ux(t) - Ta)a
for depression with no change if (¢, () — T;) =< 0.
The rate of change in the connection strength was
scaled by the positive constant é.

The separate components that caused weakening
or strengthening of ¢,(#) were weighted by polyno-
mial approximations of sigmoidal functions with p,(x)
=uxt —2x + 1, p(x) = —x* + 2x% The use of the
two weighting functions allows intermediate values
of ¢, to increase or decrease with equal ease; that is,
they allow a “fair” competition for synaptic strengths
in an intermediate value range of 0.40-0.60.

In all simulations, the relationship among the con-
centration thresholds was 7, < T, < T;. The second
depression rule (threshold Ty) is effectively equiva-
lent to the first (threshold T;), but may be biochem-
ically distinct: fibers whose activity does not covary
with local activity will tend to fire when the substance
concentration is low and will tend not to fire when
substance concentration is high. The two depression
rules were included for completeness and to approx-
imate better the population effects in an implemen-
tation that only allowed a relatively small number of
synaptic sites.

Appendix 2
The following remarks may be helpful to readers who
desire to reconstruct the simulations.

Generation of Random Numbers and Gaussian
Distributions

Uniform deviates were produced by the linear
congruential method (see Knuth, 1969). Gaussian
distributions were generated using a rapid table look-
up method that produces a piecewise rectangular ap-
proximation to a Gaussian (Knuth, 1969). Values
greater than three times the standard deviation were
not generated.

Simulation of the Neuropil

The potential postsynaptic sites were modeled as a
series of two-dimensional arrays with fixed dimen-
sions along the x- and y-axes (e.g., 100 x 100 in Fig.
4). These layers could be independently positioned
along the z-axis within the simulated tissue space (see
Gallyetal., 1990, their Fig. 2). The synaptic sites were
termed “potential” because they were not functional
unless innervated by an axon. The number of diffusion
compartments along the x-, y-, and z-axes determined
the potential number of synapses per compartment
along each of these dimensions. In some cases, in
order to maintain an isotropic density of potential
synaptic sites, more than one layer of sites was posi-
tioned at the same coordinate along the z-axis.



Postsynaptic neurons were introduced separately
into the neuropil as a two-dimensional array of units.
The x- and y-coordinates of each unit combined with
the z-coordinate of the layer determined the exact
location of each unit within the simulated tissue space.
To define dendritic input, these cell units were as-
signed input from a specific set of the potential post-
synaptic sites located in two-dimensional arrays de-
scribed above. As described below, this set of inputs
also determined the geometry of the dendritic arbors.

Input to the Neuropil from External Sensory
Sheets
Topographic input from an external sensory sheet to
the neuropil was achieved by assigning a topograph-
ically correspondent point on each layer of synaptic
sites. For each layer, the connection density of these
axons along the x- and y-dimensions varied according
to a Gaussian distribution, and the fraction of these
sites actually innervated at the beginning of a simu-
lation was one of the parameters required to specify
the initial wiring. These parameters include the stan-
dard deviations of the Gaussian distributions along
the x- and y-axes, and the fraction of occupied sites
in the volume potentially covered by the axon.
During the growth of the afferent fibers, a param-
eter p,. determines the probability that an axonal
sprout will actually make a synaptic contact onto an
empty postsynaptic site (see Fig. 3). As long as this
value remained less than 0.4, its exact value did not
greatly influence the overall organization that devel-
oped. This is clear when one considers that, if p,.. is
too large, then 2 fiber can proceed to branch locally
with sufficient speed so that it takes over a small re-
gion before the competing activity patterns can elim-
inate these contacts; that is, for certain patterns of
activity in a region, a high value of the acceptance
probability allows a fiber to “outrun” locally the ef-
fects of the substance fluctuations due to the com-
peting firing patterns in the region.

Determination of Dendritic Geometry of Cells in

Recipient Neuropil

In the simulations presented in this article, the neu-
ropil was modeled in two distinct ways. In the first
approach, the recipient neuropil was modeled as a
three-dimensional array of postsynaptic sites without
consideration of the firing in the postsynaptic cells.
This type of model represents a simplified version of
the segregation of afferents in the thalamus to form
retinotopic mappings and barreloid structures. The
afferent fibers grow into a region possessing a large
number of postsynaptic sites, but these afferents are
“blind” to the responses of the postsynaptic cells.
This approach essentially ignores the contribution of
axons originating in relay cells to local excitatory ac-
tivity and thus permits the segregation of afferents
based solely on the initial connectivity, the number
of postsynaptic sites, and the statistics of afferent firing
patterns. In this case, the geometry of the dendritic
arbors of postsynaptic neurons determines the regions
of the neuropil from which each cell takes its input,

and this geometry contributes to segregation only by
providing a limited number of postsynaptic sites.

To determine the dendritic geometry of the post-
synaptic neurons, each neuron is assigned a location
in the three-dimensional neuropil. The branches of
the dendrites are assigned stochastically at the be-
ginning of the simulation and do not change during
the run. Dendritic arbors possessed either spherical
or cylindrical symmetry. For cylindrical symmetry, in
selecting a synaptic site to provide dendritic input,
distances along x- and y-axes centered on the partic-
ular cell’s location were chosen in accordance with
Gaussian distributions with preselected and equal
variances. The z-axis distances were drawn from a
uniform distribution. For spherical symmetry, dis-
tances along x-, y- and z-axes centered on the cell’s
location were chosen from the same Gaussian distri-
bution.

The number of compartments potentially spanned
by a dendritic arbor along a particular dimension is
three times the preset standard deviation along that
dimension. The standard deviations related to the def-
inition of dendritic arbors are included in the figure
legends and are expressed in units of synaptic loca-
tions; that is, o, = 1.5 means the standard deviation
o.1s 1.5 synaptic units along the x-axis. After obtaining
a distance from the appropriate Gaussian distribution,
the distance is rounded to the nearest integer coor-
dinate.

Relationship between Diffusion Equation and
Compartmental Simulation

The descriptive equation for the concentration of the
signal was given as

u(x, ) = D-Vu(x, & — «x-u(x, £) + p(x, 0.

For analytical purposes, the most difficult part of this
equation is represented by the substance production
term p(x, #). The production of substance at some
location x depends upon the number of innervated
synaptic sites at this location, the distribution of syn-
aptic strengths at this location, and the firing patterns
of the innervating afferents. From the point of view
of either real or simulated recipient neuropil, these
variables are not predictable. In the simulation, the
locations x are quantized by the decomposition of
the neuropil into discrete compartments. If the con-
centration in some compartment is given by u, then
x can be replaced by a compartment index 7 and the
equation can be written as

u(i, ) = DV2u(i, ) —x-u(i, ) + p(4 B,
which gives

(i, ) = DVu(i, ) — k-u(i, ) + A 2;‘ w,(Ds(1),

where the j ranges over the synaptic sites in com-
partment 7, w,(#) is the weight of site jin compartment
7 at time #and is 0 if the site is unoccupied. X is a
fixed constant throughout a simulation and represents
the production rate of substance (see Table 2 and
figure legends for specific values), and s(8) is the
activity of the afferent at site j and ranges from 0 to
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1. Because inhibitory synapses do not produce sub-
stance, they are not included in this production term.

In the simulation, diffusion is handled as one-di-
mensional fluxes between compartments that share a
face. As the number of compartments becomes large,
this kind of compartmental model can approximate a
diffusion equation in three dimensions. In this article,
the flux fbetween adjacent compartments 0 and 1 that
share a face of area 1 is computed as

J= _D(Co - Cl)v

where C, and C, are the concentrations in compart-
ments 0 and 1, respectively. The diffusion or coupling
constant Dis a fixed fraction that is constant through-
out a simulation. The limitations on the choice of D
in this context are seen by considering a single com-
partment with concentration C, surrounded by its six
neighboring compartments. To prevent the occur-
rence of negative concentrations in a compartment,
D cannot exceed the fraction %. Hence, the following
relationship must hold:

G — D-2.(C,— C) =0,

where 7 ranges over neighboring compartments.

The simulations do not represent a computational
exploration of the diffusion of particular substances
because there is not enough data to model the rele-
vant production rates and lifetimes; however, some
relations between the simulation and continuous dif-
fusion can be made. The problem is clear when one
considers that the concentration changes within a
compartment are felt instantaneously throughout the
compartment at each time step. If the compartment
were assigned a particular scale, for example, 50 um
along an edge, then this choice immediately sets a
minimal size represented by each time step. In the
simulations, one can consider, to a very rough ap-
proximation, the distance d between compartment
centers to be related to the coupling constant D and
time ¢ by

ar o« D-t.

Thus, according to this proportionality, setting any
two of these parameters determines the third. For
example, the larger the compartment size, the poorer
the temporal resolution of the simulation. The lack
of information along with the discretization of tissue
space does not permit the assessment of absolute spa-
tial and temporal scales that result from the assump-
tions of the models.

It must be emphasized that, in this article, the
simulations were done to display how the proposed
model for synaptic change and stabilization can result
in appropriate connections and neuroanatomical
structures in a manner consistent with a large body
of known biological data. In this context, modeling
the axons as explicitly as possible represents the cen-
tral mode of explanation of this article.

Relationsbips among Parameters in the
Simulation

Two of the more important effects in these simula-
tions are the distance over which the substance allows
competition for synaptic strength and the effects of
crowding. The distance for synaptic strength com-
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petition (competition distance) is not sensitive to the
coupling or diffusion constant D, but depends pri-
marily upon the afferent firing patterns in a locale,
the thresholds for potentiation and depression, and
the substance destruction rate.

These relationships are best understood by con-
sidering the kinds of effects that tend to be deter-
mined by these parameters. The temporal variations
in the afferent firing patterns relevant to segregation
set the required temporal resolution of the mecha-
nism as it relates to the thresholds and destruction
rate. The destruction rate must be large enough to
prevent averaging over the relevant fluctuations in
afferent activity. In all simulations presented, forma-
tion of the neuroanatomical structures could be dis-
rupted by setting the destruction rate too low. The
relationships among the thresholds for potentiation
and depression were arranged so that synapses of
strongly firing fibers ((s(H — 6,) > 0) were more
sensitive to variations in substance concentration than
those of weakly firing fibers ((s() — 8,) = 0; Ap-
pendix 1). This allowed weakly firing fibers to grow
through regions of the neuropil where the regional
activity was out of phase with the weakly firing fibers,
but the substance levels were not sufficient to remove
completely the transient synaptic contacts of the
weakly firing fibers. In any region, strong firing could
result in rapid removal of a contact or could “clear
out” a region by weakening those synaptic contacts
that did not sufficiently covary with regional activity.

In those simulations possessing other fibers with
random activity (e.g., Figs. 4, 5, 8), cooperation be-
tween coactive synapses was necessary to ‘‘clear out”
synaptic sites in a region to permit the ingrowth of
the coactive fibers. In these cases, synaptic contacts
by fibers that fired weakly and randomly were weak-
ened and broken, thus increasing the likelihood that
the cooperating fibers would grow into and branch
throughout the region. This effect accounted for the
“squeezing” of the uncorrelated fibers into the septa
between the forming or reorganizing barreloids.

Notes

See the cover of the previous issue for a computer simulation
of the emergence of reciprocal excitatory connectivity in a
sheet of sensory cells.
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